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In the first part of this paper, we review some important results on atmospheric predictability,
from the pioneering work of Lorenz to recent results with operational forecasting models.
Particular relevance is given to the connection between atmospheric predictability and the theory
of Lyapunov exponents and vectors. In the second part, we briefly review the foundations of data
assimilation methods and then we discuss recent results regarding the application of the tools
typical of chaotic systems theory described in the first part to well established data assimilation
algorithms, the Extended Kalman Filter (EKF) and Four Dimensional Variational Assimilation
(4DVar). In particular, the Assimilation in the Unstable Space (AUS), specifically developed for
application to chaotic systems, is described in detail.
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1. Introduction

The belief that the atmosphere is chaotic, as
Lorenz first conjectured in 1963 [Lorenz, 1963], has
been consolidated throughout decades of forecast-
ing practice. Numerical weather prediction (NWP)
models are basically a nonlinear forced and dissi-
pative system of equations, with a huge number of
degrees of freedom, governing the evolution of
the atmospheric variables on a discrete domain.
As a consequence of the nonlinearity and instabil-
ity properties of the equations, atmospheric models
are subject to sensitivity to initial condition errors.
The models themselves have errors associated,

for instance, with truncation and the uncertainty
in the parameterization of unrepresented physical
processes. But, unless we wish to maintain that the
state-of-the-art model at the European Centre, and
competitive models at the National Meteorological
Center in Washington and other centers, do not
really behave like the atmosphere, in spite of the
rather good forecasts that they produce at short
range, we are more or less forced to conclude that
the atmosphere itself is chaotic [Lorenz, 1993].

It is worth noting that the real atmosphere has
more instabilities than NWP models and in this
sense, due to the highly nonlinear and unstable
character of motions on small, unresolved and unrepresented scales it can be said to be “more chaotic” than NWP models.

The estimate of the initial condition, the current state, is inevitably inexact. The observing network (surface observations, upper-air soundings by radiosondes and aircrafts, satellite-based observations) is incomplete and affected by errors. Data assimilation methods combine observations with the system’s evolution equations (the NWP forecast model) to obtain the best possible estimate of the current state, referred to as the analysis, used for diagnostic purposes as well as to define the initial condition for the forecast [Talagrand, 1997].

Originating from the initial condition and the use of imperfect models, forecast errors grow with increasing forecast lead time due to chaos. Integrations performed with the same NWP model (perfect model experiments) and starting from slightly different initial states reveal the following: in a finite time, the initial states develop into states that are no more similar than randomly chosen states; their distance approaches the size of the attractor. With initial condition perturbations typical of the (current) analysis error, the departures of trajectories of the same model (as well as the forecast error) approach the saturation value in a couple of weeks. The perturbations’ growth depends on the particular state of the attractor of the system; forecasters have been long aware of this flow-dependent character of forecast uncertainty and prediction of predictability [Kalnay & Dalcher, 1987; Lorenz, 1996] has become an important issue in NWP.

The dynamics of infinitesimal uncertainties about a state on the attractor is governed by the tangent linear propagator. In weather forecasting context, analysis errors only in the large, meteorologically relevant synoptic scales are sufficiently small that their evolution is approximately governed by linearized equations for the first forecast days. The early growth of forecast errors, i.e. their growth rate and their structure, depends both on the initial state and on the structure of the initial error, on whether, for example, it assumes its greatest amplitude in synoptically active or inactive regions. In principle, one could predict the growth of infinitesimal perturbations if their projection on the unstable, neutral and stable directions was known.

In forecasting practice, the problem of predicting uncertainty has been tackled by ensemble prediction. In ensemble prediction, the forecast of an event is accompanied by an estimate of the probability density of its occurrence. The prediction of forecast uncertainty can be investigated theoretically by means of the Fokker–Planck equation. In NWP, there are at least two types of challenges that ensemble prediction has to face: the number of degrees of freedom of the models is huge and only approximate estimates of the amplitude and structure of the analysis error can be obtained. Among the infinite number of states that resemble the analyzed state a few have to be chosen and, in what is referred to as “Monte Carlo forecasting”, perturbations are chosen at random. In a different approach, that has become the current practice, the states are chosen by adding to the analysis dynamically constrained perturbations, i.e. perturbations in the most unstable directions of the system. For a review of Ensemble Prediction Systems and ensemble initial condition generation methods, see [Leutbecher & Palmer, 2008] and [Wei et al., 2008].

The role of instabilities in weather prediction, from predictability studies to ensemble forecasting and data assimilation is ubiquitous and their description in terms of Lyapunov vectors will be the leitmotiv of this presentation. A brief review of atmospheric predictability, from studies with simple dynamical systems to results of applications with operational NWP models will be presented in Sec. 2. Some current challenges in research on data assimilation aimed to account for the existence of an attractor and an unstable subspace will be presented in Sec. 3. In Sec. 4, we briefly deal with the connection and the interaction between chaotic properties and model error of NWP models. In Sec. 5, the conclusions will be presented together with some indications of future developments.

2. Atmospheric Predictability

The following summary is largely based on the work of Lorenz, whose contribution in the field, starting with his seminal work of 1963 [Lorenz, 1963], guided all the steps that led to our present knowledge on atmospheric predictability. In his famous talk, presented in 1972 at the 139th meeting of AAAS: “Predictability: Does the Flap of a Butterfly’s Wings in Brazil Set Off a Tornado in Texas?” Lorenz discussed the following issue: “The question that really interests us is whether two particular weather situations differing as little as the immediate influence of a single butterfly will generally alter sufficient time evolve into two situations differing as much as the presence of a tornado. In more
technical language, is the behavior of the atmosphere unstable with respect to perturbations of small amplitude? Although the bulk of our conclusions are based upon computer simulations of the atmosphere, the evidence that it is so is overwhelming. When predictability experiments had been conducted with the then existing general circulation models (GCMs), it was concluded that the doubling time of small errors was of the order of three days [Smagorinsky, 1963]. Since then, numerical weather prediction has made enormous progress, but the butterfly effect is still alive and well. If a single variable (e.g. temperature) at a single grid-point, out of the 10^8 grid-points of a global NWP model (ISAC-GLOBO model) is perturbed by as little as its typical observation error (1°C), (which is much more than the effect of a butterfly’s flap, but enormously less than the global uncertainty in the estimation of the state), in a matter of days appreciable differences will appear in the weather patterns throughout large portions of the globe.

2.1. Quantifying atmospheric predictability

Most of the attempts to quantify atmospheric predictability are based on models. The more realistic the models have become, in the sense that they produce better and better forecasts, the more confident we are that their properties are similar to those of the real system.

Parallel to the improvements in the skill of weather forecasts, due to the reduction of model and initial condition errors, the theory of dynamical systems and predictability has made substantial progress. The early attempts to quantify atmospheric predictability were concerned with the average growth of errors with forecast lead time. The relevance of Lyapunov exponents and vectors in the problem was not clear or accepted at the time: the main source of skepticism was the fact that Lyapunov exponents were considered a measure of the global average long-term growth rate of infinitesimal perturbations. It took several years before the role of Lyapunov exponents and vectors in the early stages of error growth became established.

The leading Lyapunov exponent appeared as an important ingredient in Lorenz’s first attempt [Lorenz, 1969] to infer atmospheric predictability from climatic data by looking at the evolution of analogs, observed atmospheric states that resemble one another as closely as can be found in the climatic record. Lorenz refers to this work as the empirical approach as opposed to the dynamic approach that uses models to determine the growth rate of small errors. He looked at the time evolution of the distance, the root mean square (rms) difference between states (referred to as the error) between the closest couples of states found in the record, averaged over an ensemble of time-decorrelated analogs. In this way, the rate of divergence of trajectories that are on the atmospheric attractor could be directly estimated. However, given the short available climatic record, finding good analogs (i.e. couples of states whose distance from each other is small) is essentially impossible, so that the growth rate of small errors could only be inferred from the growth rate of large errors. To this end, Lorenz assumed that nonlinearity associated with advection introduces a quadratic term in the equation describing average error growth; in this equation, the time derivative of the average error \( \dot{E} \) is the sum of a linear term with a coefficient given by the leading Lyapunov exponent and a quadratic term that describes nonlinear saturation:

\[
\frac{dE}{dt} = \lambda_1 \left( \frac{E - E^2}{E_\infty} \right). \tag{1}
\]

With this empirical approach, by fitting the parameters of the error growth curve to the data, Lorenz obtained an estimate of the leading Lyapunov exponent corresponding to a doubling time of 2.5 days. It should be mentioned that the resulting exponent is the one associated with atmospheric instabilities present on the large scales that could be resolved by the data and by the models that were run at the time. The equation, later referred to as Lorenz’s law of error growth has been used by several authors over time, up to the present, to describe the behavior of errors from the early stages of their growth up to the forecast time when they reach saturation and cease to grow.

Lorenz’s law has been extensively used to describe the error growth within NWP models (with a resolution that increased throughout the years of forecasting practice), by applying it to average rms forecast differences. It has also been used, with some modifications, to describe the growth of forecast error, by applying it to average rms differences between forecast and analysis states. For example, Kalnay and Dalcher [1987] introduced an additional constant term in order to account for the effect of model deficiencies on the growth of forecast error.
Fig. 1. Global root-mean-square 500 mb height differences \( E_{jk} \) in meters, between \( j \)-day and \( k \)-day forecasts made by the ECMWF operational model for the same day, for \( j < k \), plotted against \( k \). Values of \((j, k)\) are shown beside some of the points. Heavy curve connects values of \( E_{0k} \). Thin curves connect values of \( E_{jk} \) for constant \( k - j \). After [Lorenz, 1982].

Figures 1 and 2 present the results obtained in [Lorenz, 1982] using the ECMWF model forecasts. In Fig. 1 the error growth is shown for actual forecast errors (as difference between forecast and analysis states) and for a perfect model scenario (as difference between “lagged forecasts states” verifying on the same day). Figure 2 shows the fit of Eq. (1) to the perfect model data of Fig. 1.

2.2. Early stages of error growth

The inspection of the early stages of error growth revealed that the problem is more complex and that the average growth rate of infinitesimal uncertainties cannot be described simply by the leading Lyapunov exponent: the average growth rate has a time dependent behavior that depends upon the structure of the initial perturbation.

One of the first attempts to estimate the time dependence of the growth rate of small random perturbations (obtained by rescaling the difference from a time-decorrelated state on the attractor of the model), in a realistic general circulation model is found in [Schubert & Suarez, 1989]. They observed that the average (over an ensemble of initial states) growth rate \((1/E)(dE/dt)\) increased with time during the first few days and then started to decline when the error was as small as 1% of its saturation value, presumably still in a regime of growth governed by linearized dynamics. Clearly the initial growth of small perturbations in the model (Fig. 3) is not described by the linear term in Eq. (1).

Several authors [Mukougawa et al., 1991; Trevisan et al., 1992; Nicolis & Nicolis, 1993; Trevisan, 1993] conducted systematic studies in low order dynamical systems, where the leading Lyapunov exponent (LLE), \( \lambda_1 \) could be independently estimated. The aim was to investigate how the phase space average growth rate of small perturbations
(obtained by averaging over a very large number of initial conditions) compared with $\lambda_1$. Departures from Lorenz’s law in the initial stages of error growth were observed; error dynamics was found to display a transient regime of growth, with growth rates that may exceed the LLE, before settling in the mature Lyapunov stage, with constant growth rate $\lambda_1$.

Local and global predictability properties were studied in [Trevisan & Legnani, 1995] by making a distinction between two types of variability: phase space variability, associated with the local instability properties (local Lyapunov exponents themselves vary in phase space) and the variability associated with the direction of the initial perturbation. Most importantly, the transient behavior of phase space average error growth rate was found to depend upon the structure of initial perturbation; moreover, the average growth rate can initially be larger than the LLE. These results were confirmed in the study of a high-dimensional atmospheric model [Vannitsem & Nicolis, 1997], where the role of the dominant (baroclinic) instability on the spectral distribution of Lyapunov vectors was investigated. Szunyogh et al. [1997] compared the growth and structure of random, singular vectors and Lyapunov vectors perturbations in a low-resolution GCM (these types of perturbations were used at the time and are still used in the operational practice for initializing members for ensemble prediction). They discussed the important role of Lyapunov vectors in linearized perturbation development in the context of ensemble prediction.

The time evolution of average prediction errors will be discussed in the following sections together with some background on Lyapunov and Singular vectors. Important aspects of error growth, related to its variability around the mean (see e.g. [Nicolis, 1992]) and the relationship between ensemble spread and forecast error (see e.g. [Whitaker & Lougue, 1998]) will not be covered here. Most of the results presented come from early works with simple systems and refer to average error growth of random and singular vector perturbations compared with the LLE. To the authors’ knowledge, analogous results with NWP models are not available; given the need to visit the whole attractor and the slow convergence of numerical algorithms experienced even in models with a small number of degrees of freedom, an estimate of the LLE of a NWP model would probably be computationally very demanding.

2.2.1. The growth of random perturbations

Figure 4 shows the error growth rate as a function of time in [Lorenz, 1963] model for three different initial error amplitudes. Starting with initial errors in a random direction, due to the existence of stable directions, depending on the system, the average growth rate is very small or even negative initially. A second stage of transient super-Lyapunov growth is observed, during which the average growth rate is larger than the LLE; this stage lasts until perturbations align along the direction of the leading Lyapunov vector; in the third stage, the average growth rate is approximately equal to the LLE. These are the three stages that can be observed in simple systems when error dynamics is linear.

When nonlinearity sets in, at a time that depends upon the initial amplitude of the error, the growth starts to decline and ceases completely when the error reaches saturation; if the error is not sufficiently small initially, one cannot observe all the stages of growth of the linearized dynamics. The growth rate curve corresponding to the largest amplitude (0.1) in Fig. 4 first increases and then starts to decrease before settling in the mature Lyapunov stage so that only the first two stages of growth are present. The growth rate curve of Fig. 3...
has a similar behavior, but the estimate of the LLE is obtained by fitting Lorenz’s law and it is hard to draw any firm conclusion from the similarity of the two curves.

We have computed the growth rate from “lagged forecast” errors of Fig. 1 and from similar figures from more recent versions of the ECMWF model and observed that the growth rate monotonically decreases with time. We can conclude from [Lorenz, 2005] that with a realistically large initial uncertainty, it is quite possible that the slackening of the growth rate will commence just as the early rapid growth is ending, and the mature Lyapunov stage will be virtually absent. An alternative explanation is that we do not see the plateau of the mature Lyapunov stage because averaging is not made over a large enough sample of initial conditions.

2.2.2. The growth of singular vector and Lyapunov vector perturbations

Perturbations in the direction of the leading singular vectors (SVs) have a different behavior from that of random perturbations; transient growth of SV perturbations is very large at initial time and monotonically decreases towards the leading Lyapunov exponent, \( \lambda_1 \) (see Fig. 5 and [Trevisan & Legnani, 1995]).

Singular values and vectors of the tangent linear propagator, \( M \), were introduced in [Lorenz, 1965] to describe the evolution of errors towards their asymptotic directions. If an infinite collection of states fills the surface of an infinitesimal sphere in phase space, the sphere is transformed after a given time interval, into an ellipsoid, whose semi-axes are the left (final) singular vectors of \( M \) multiplied by the respective eigenvalues (see Sec. 2.3.2 for details). The right (initial) singular vector associated to the largest eigenvalue is the perturbation that is transformed into a perturbation in the direction of the largest axis of the ellipsoid.

After some time, the singular vectors with singular values larger than one, span the same subspace as Lyapunov vectors with positive exponents: asymptotically, all vectors align in the direction of the leading Lyapunov vector. In the presence of a single dominant instability, the time needed for convergence to the leading Lyapunov vector is quite short. In the quasi-geostrophic (QG) model studied in [Vannitsem & Nicolis, 1997], that describes baroclinic instability (dominant in the atmosphere and responsible for the development of weather systems), the time necessary for all perturbations to grow at the rate of the LLE is only about twice \( \lambda_1^{-1} \).

Lacarra and Talagrand [1988] observed that, if the eigenvectors of a constant tangent linear propagator, \( M \) are not orthogonal, for finite times the growth of perturbations exceeds that of the leading eigenvector of \( M \). The directions in which an initial infinitesimal error is most rapidly amplified can be determined by maximizing the amplification factor, \( A(\delta x) \):

\[
A(\delta x) = \frac{\langle M\delta x, M\delta x \rangle}{\langle \delta x, \delta x \rangle} = \frac{\delta x^T M^T M \delta x}{\delta x^T \delta x}.
\]

In order to explain super-Lyapunov growth, [Trevisan & Pancotti, 1998] extended the analysis of [Lacarra & Talagrand, 1988] to the study of the stability of a chaotic system. They discussed how the role of eigenvectors in the description of asymptotic growth for a constant \( M \) is played by Floquet eigenvectors and by Lyapunov vectors in the case of periodic and aperiodic trajectories, with \( M \) varying along the trajectory. Studying the stability of periodic and aperiodic orbits in the [Lorenz, 1963] system, they showed that transient (super-Lyapunov)
growth is a consequence of the nonorthogonality of Lyapunov vectors. They also discussed the relation between singular vectors and Lyapunov vectors (see Sec. 2.3.2).

One of the conclusions of [Trevisan & Pancotti, 1998] regards the generation of perturbations in ensemble forecasting: because of the large number of degrees of freedom of numerical prediction models, there may be a number of initial singular vectors that grow very quickly during an initial short transient but that, pointing in directions where the attractor is not continuous, are incompatible with the dynamics. The fast growth of the initial singular vectors is limited to the short time span needed for the perturbations to assume the structure of the dominant Lyapunov directions [Szunyogh et al., 1997].

2.3. Lyapunov vectors, singular vectors and their relation

2.3.1. Lyapunov vectors

Lyapunov vectors, defined for nonlinear systems, are the time dependent dynamical structures associated with the Lyapunov exponents. There are basically two definitions of Lyapunov vectors; either one of these two sets of Lyapunov vectors span the same invariant Oseledec subspaces. The first definition is that of an orthonormal set of vectors, the eigenvectors of the limit self-adjoint operator \( \Phi_\infty(t) \) (Oseledec, 1968):

\[
\Phi_\infty(t) = \lim_{t_0 \to -\infty} [M_{t_0 \to t} M_{t_0 \to 0}^*]^{1/2} \tag{3}
\]

where \( M_{t_0 \to t} \) is the tangent linear operator of the temporal evolution from time \( t_0 \) to time \( t \), while \( M_{t_0 \to 0}^* \) is its adjoint operator with respect to the standard scalar product. The initial state \( x_0 \) of the nonlinear trajectory is on the attractor. The Oseledec theorem proves that the limit does not depend on the choice of \( x_0 \) except for a null measure set. For more information see [Lorenz, 1984] and [Legras & Vautard, 1996].

The second is a set of nonorthogonal Lyapunov vectors, which are independent of the norm and each of them is mapped into itself by the tangent linear propagator \( M_{t \to t_0} \) [Eckmann & Ruelle, 1985; Brown et al., 1991]. These vectors have been shown to be the natural generalization of eigenvectors and Floquet vectors to aperiodic flow [Trevisan & Pancotti, 1998]. An important remark is that the nonorthogonal Lyapunov vectors become the orthogonal eigenvectors of \( \Phi_\infty(t) \) if orthonormalization going from the largest to the smallest Lyapunov exponent is performed.

The following standard technique is commonly used for calculating the orthonormal set of Lyapunov vectors [Benettin et al., 1980]: a set of \( N \) initially random tangent vectors are linearly evolved and orthonormalized every \( \tau \) time units. After a spin-up time, these vectors span the \( N \)-dimensional most unstable subspace of the system.

An efficient method for recovering norm-independent nonorthogonal Lyapunov vectors is given in [Wolf & Samelson, 2007]. Either one of the two above-mentioned methods can be used to identify the unstable, neutral, stable subspaces, the span of Lyapunov vectors with positive, null, negative exponents.

In weather prediction, bred vectors [Toth & Kalnay, 1993, 1997] are usually computed instead of Lyapunov vectors. Bred vectors are the finite amplitude generalization of Lyapunov vectors and are computed as differences between twin nonlinear model integrations. The renormalization amplitude \( \xi \) and breeding time \( \tau \) are the parameters being tuned to select the instability scale. With an infinitesimal renormalization amplitude and periodic orthonormalization, the bred vector algorithm would produce the same results as the Lyapunov vector algorithm in [Benettin et al., 1980].

2.3.2. Singular vectors and nonorthogonal Lyapunov vectors

For a definition of singular vectors we follow the work of [Lorenz, 1965]. In this paper the author studies the evolution of an infinitesimal sphere obtained by adding to the state of the \( n \)-dimensional system an error \( y(t_0) \) satisfying the condition

\[
y(t_0) = \epsilon \tag{4}
\]

If the system equations are given by \( \dot{x} = F(x) \), the growth of the infinitesimal error \( y(t) \) will follow the equation

\[
y(t_1) = M_{t_1 \to t_0} y(t_0) \tag{5}
\]

where the tangent linear operator \( M_{t_1 \to t_0} \) satisfies

\[
M_{t_1 \to t_0} = \exp \left( \int_{t_0}^{t_1} \frac{\partial F(x(\tau))}{\partial x} d\tau \right). \tag{6}
\]
If errors evolve according to (5) the sphere is deformed into an ellipsoid at time $t$:
$$y(t)^T(M_{t\rightarrow t_0}M_{0\rightarrow t})^{-1}y(t) = \epsilon^2.$$  
(7)

The matrix $\Phi_{0\rightarrow t}(t) \equiv M_{0\rightarrow t}M_{t\rightarrow 0}$ is symmetric and has positive eigenvalues denoted by $\Gamma_\epsilon$. Consequently, the length of the ellipsoid semi-axes will be equal to $\Gamma_\epsilon$. The eigenvectors of $\Phi_{0\rightarrow t}(t)$ identify the directions of the semi-axis and are called left (final) singular vectors with associated exponents given by $\gamma_i = 1/(t - t_0) \log(\Gamma_i)$. On the contrary, the initial (at time $t_0$) directions of errors that will grow at rate $\gamma_i$ and that evolve into the ellipsoid semi-axis directions are the eigenvectors of $M_{t\rightarrow 0}M_{0\rightarrow t}$ and are referred to as right (initial) singular vectors. This can be understood if we write the singular vector decomposition of the matrix $M_{0\rightarrow t}$ as
$$M_{0\rightarrow t} = UV\Gamma V^T$$  
(8)

where $V, U$ are orthogonal while $\Gamma$ is diagonal. Indeed we have, due to orthogonality of $V, U$ that
$$M_{t\rightarrow t_0}M_{0\rightarrow t} = U\Gamma U^T,$$
$$M_{t\rightarrow t_0}VVT = \Gamma,$$

and it is easy to see that in the first (second) case the eigenvectors are the columns of $U$ ($V$). It is worth noting that for $t_0 \rightarrow -\infty$ the first $N$ left singular vectors tend to span the same subspace as the first $N$ Lyapunov vectors at time $t$. Fixing $t_0$ and letting $t \rightarrow \infty$ the last $n - N + 1$ (where $n$ is the total dimension of the phase-space) right singular vectors tend to span the same subspace of the last $n - N + 1$ Lyapunov vectors at time $t_0$. Using this property Trevisan and Pancotti [1998] numerically determined the nonorthogonal $k$th Lyapunov vectors intersecting for the same time $t$ the span of the first $N$ final singular vectors with the span of the last $n - N + 1$ initial singular vectors (see for example Fig. 6).

The (nonorthogonal) Lyapunov vectors referred to also as backward [Legras & Vautard, 1996] or characteristic vectors are invariant under the flow, that is, they map into themselves under the tangent linear propagator:
$$e^{0i}(t_2) = M_{t_2\rightarrow t_1}e^{0i}(t_1) = \Lambda^{0i}e^{0i}(t_2) \text{ with}$$
$$\Lambda^{0i} \equiv \exp\left(\int_{t_1}^{t_2} dt \lambda^i(t)\right)$$  
(10)

where $e^{0i}(t)$ are the normalized $i$th Lyapunov vectors at time $t$ and
$$\lambda^{0i}(t) = \frac{d}{dt} \log \| \delta x^i(t) \|$$  
(11)

is the $i$th local Lyapunov exponent; $\delta x^i(t) = e^{0i}(t)$, with $\epsilon \ll 1$.

It needs to be stressed here that once the Lyapunov vectors have been numerically computed for a given $x(t)$, it is not possible to obtain the invariance property by direct forward numerical integration. This is due to the fact that also a very small numerical error will be amplified by the tangent linear operator with consequent alignment of all the Lyapunov vectors along the leading one. For this reason, one should perform the calculation of [Trevisan & Pancotti, 1998] for each time step of the trajectory.

2.4. The role of scales in predictability

In simple systems or models of intermediate complexity discussed in Sec. 2, the description of the early stages of error growth and their relation to the leading Lyapunov exponent is fairly accurate. The picture is more complex in realistic contexts or models that include more than one dominant instability.
Errors in observing smaller-scale features, especially the more energetic ones, will grow rapidly; the error in observing the details of a thunderstorm should amplify at least as rapidly as the thunderstorm itself, doubling in half an hour or less. In short, the largest Lyapunov exponents of high-resolution atmospheric models, and of the atmosphere itself, are associated with small scales. These same errors, however, soon acquire limiting amplitudes, at the time when errors in the larger scales are just beginning to reveal their growth. The latter errors, aside from growing more slowly and therefore being associated with smaller Lyapunov exponents, continue to grow much longer, generally doubling in two days or more, and they ultimately acquire much larger amplitudes than small-scale errors; they therefore provide the major contribution to the total error in the forecast [Lorenz, 1986].

To make progress in the understanding of the problem there are again two approaches. The first is to resort to conceptual models as useful paradigms of the essential mechanisms; the other is to experiment in the “laboratory” provided by realistic NWP models.

2.4.1. Lorenz's 1969 paper

One of the first attempts to study the predictability of a flow with many scales of motion is due to [Lorenz, 1969]. Starting from the vorticity equation, new equations whose variables are ensemble statistics were derived to describe the evolution of the spectral density of the error energy, the square norm of the error in the velocity field. As a closure, quadratic functions of the errors and quadratic functions of the basic state were assumed to be

\[ E(k) \propto k^5 \]  

where \( E(k) \) is the spectral energy density, \( k \) is the wavenumber, and \( E(k) \) is the total energy of the system.

The derived equations were formally linear and, to account for nonlinear effects, the error energy in one scale was replaced by a constant as soon as it reached the spectral energy of the basic state.

The shape of the kinetic energy spectrum exerts a controlling influence on the time scale associated with each spatial scale; each scale has an intrinsic range of predictability provided the total energy of the system does not fall off too rapidly with decreasing wavelength. Two important features of the observed atmospheric spectrum are the synoptic scale \( k^{-3} \) range of quasi-geostrophic turbulence (3000-600 km) and the \( k^{-5/3} \) mesoscale range (200-2 km). Lorenz [1969] assumed a spectral shape resembling the observed spectrum, with a \( -5/3 \) tail and computed the growth of an error field confined initially to the smallest scales, showing how the error contaminates the whole spectrum in a matter of days. The model is crude in many respects and very dependent on the assumed shape of the spectrum but, overall, the result illustrates how the growth of errors in the larger scales is influenced by the smaller scales. Subsequent studies, using more sophisticated closure assumptions [Leith, 1971; Leith & Kraichnan, 1972] have yielded qualitatively similar results. With different shapes of the spectrum, some containing a gap in the mesoscale, compatible with the imperfect knowledge of the real atmospheric spectrum in that band, Lorenz found results compatible with the growth of errors in the ECMWF model and concluded that there is a limit (of the order of two weeks) to the predictability time of large scale weather patterns (the predictability time can be defined as the time after which the average distance between the forecast and the actual state of the system is equal to — or in practice a large percentage value of — the average distance between two randomly chosen states).

Lilly [1990] discussed Lorenz’s results on the predictability limit from the turbulence theory perspective. In the inertial range of a turbulent fluid, scaling arguments suggest that a characteristic time scale, the “Eddy turn-over time”, \( T_e \), is a function of the horizontal wave number \( k \) and kinetic energy \( E(k) \):

\[ T_e(k) = \frac{1}{k^5 E(k)^{5/2}} \]  

If errors at scale \( k \) contaminate errors in the next larger scale in an eddy turn-over time, the predictability time of a particular scale \( T_p(k) \) i.e. the total time for errors to propagate from the smallest resolved scale \( k_r \) to the scale \( k \) is given by:

\[ T_p(k) = \int_{k_r}^{k} \left( \frac{T_e(k')}{k'^5} \right) dk' = \frac{1}{\int_{k_r}^{k} \frac{1}{k'^5 E(k')^{5/2}} \right) dk' \]

If the spectrum is proportional to \( k^{-n} \), with \( n > 3 \), we obtain

\[ T_p(k) \propto \int_{k_r}^{k} \frac{1}{k^{n-3/2}} dk' \]

\[ = \frac{n-3}{2} \left[ k^{(n-3)/2} \right]_{k_r}^{k} \approx \frac{n-3}{2} k_r^{(n-3)/2}. \]
Thus \( T_p(k) \) is proportional to \( k^{n-3} \). Under this condition the predictability increases for all scales \( k \) when the resolution \( k_r \) is improved. If \( n < 3 \) however the integral becomes

\[
T_p(k) \propto \int_k^{k_1} \frac{1}{k^{3(n-3)/2}} |k'| \, \frac{3 - n}{2} n^{(n-3)/2} \, dk' \approx \frac{3 - n}{2} \frac{n(n-3)}{2} k \left( \frac{n(n-3)}{2} \right) k_r \left( \frac{n(n-3)}{2} \right).
\]

In this condition, \( T_p(k) \) is proportional to \( k^{n-3} \), so that the predictability of scale \( k \) becomes independent of \( k_r \) and consequently bounded regardless of the resolution. For a \(-3\) slope of the spectrum, the error growth is independent of the spatial scale so that the predictability time is not limited (cutting by half the initial error, the predictability time is increased by one doubling time). For shallower spectra smaller scales grow faster; because of the spreading of the error to the neighboring scales the predictability time has a finite limit.

2.4.2. Lorenz’s 1996 toy-model

Planetary and synoptic scale motions, resolved in global NWP models, are characterized by error doubling times of the order of 1 to 2 days, while convective scales have doubling times of the order of 1 h. Predictability in the presence of slow and fast growing modes was investigated by [Lorenz, 1996] in a simple model whose variables have two distinct time scales. In this model, two coupled sets of equations describe the evolution of variables, defined on a longitudinal grid, that mimic planetary and convective motions, with their typical time and amplitude scales. Starting from a state on the attractor and adding initial random perturbations, twin nonlinear integrations were performed to estimate the growth of errors in this model.

Ensemble average growth curves of initially small perturbations show that the convective scales dominate the initial growth, double in approximately 6 h and then reach their small amplitude saturation level. Subsequent growth is typical of the large scale, with a doubling time of about 1.6 days; all growth ceases at the large scale saturation level. The convective scale doubling time is consistent with the leading Lyapunov exponent of the coupled system. The subsequent, slower quasi-exponential growth is consistent with Lyapunov exponents of planetary scale instabilities. The model captures the essential aspects of error dynamics of more realistic atmospheric models with multiple-scale instabilities (see Fig. 7).

2.4.3. The breeding method

In realistic models of the atmosphere we expect to find a large number of positive Lyapunov exponents so that, with standard methods and a limited number of initial perturbations, only the most rapidly growing unstable vectors will emerge. In forecasting practice, before Lorenz clarified the dynamical mechanism of selection of instabilities in his 1996 model [Lorenz, 1996] researchers at the National Meteorological Center (NMC, now NCEP) were well aware of this problem and the breeding method [Toth & Kalnay, 1993, 1997] was devised for its solution.

The breeding method is the nonlinear generalization of the procedure used to compute leading Lyapunov vectors and exponents. Perturbations, computed as difference between two states belonging to nonlinear model trajectories are periodically rescaled to a fixed amplitude. Random perturbations are chosen initially, but the breeding cycle is repeated indefinitely and the perturbations gradually become structured in the most unstable
directions, within 2–3 days in global atmospheric models [Kalnay, 2003]. We have already discussed in Sec. 2.3.1 the relation between Lyapunov and breeding vectors and the role of the two breeding parameters: the rescaling amplitude $\xi$ and the rescaling time interval; if these parameters are both sufficiently small and the perturbations are also orthonormalized, after an initial transient time interval, the first $N$ perturbations will span the subspace of the $N$ leading Lyapunov vectors. When there exist instabilities with different spatial and time scales, it is possible to tune the breeding parameters in order to select the slower instabilities with larger amplitude [Toth & Kalnay, 1993]. If the amplitude and rescaling interval are not small, the fast growing small scale bred modes will reach their saturation level and the larger scale instabilities will emerge, by the same mechanism as in the [Lorenz, 1996] model.

Toth and Kalnay [1993] found that when the initial amplitude was chosen to be within the range of estimated analysis errors (i.e. between 1 m and 15 m for the 500-hpa geopotential height) the bred vectors developed faster in strong baroclinic areas. Their horizontal scale was that of short baroclinic waves, and their hemispherical average growth rate was about 1.5/day (similar to the estimated growth of analysis errors). However, if the initial amplitude was chosen to be much smaller than the estimated analysis error (10 cm or less), then a different type of bred vector appeared, associated with convective instabilities, which grew much faster than baroclinic instabilities (at a rate of more than 5/day). The faster instabilities saturated at amplitudes much smaller than the analysis error range.

The nonlinear saturation of irrelevant fast growing modes is an advantage that suggests the use of breeding for other problems. For example, for seasonal and inter-annual forecasting using a coupled ocean-atmosphere system, the slower growing (but very large amplitude) coupled ENSO instabilities could be captured, while eliminating through nonlinear saturation the irrelevant details of weather perturbations [Cai et al., 2003; Kalnay, 2003].

2.5. Predictability studies from global NWP models

New challenges in predictability research are continuously brought up by the development of assimilation and forecasting techniques. Improvements in the skill of NWP model forecasts are related to the reduction of errors in the initial condition and in the model. Improved accuracy in the initial condition is due not only to the enhancement of the observational network but also to the development of advanced data assimilation techniques. Improvements in the model are due to the inclusion of better representation of physical processes as well as to the development of ensemble forecasting techniques and increased model resolution.

Due to the increased resolution of global NWP models the resolved spatial scales have moved to higher and higher wave number ranges with consequent reduction of the initial condition error. Below we report the results of two NWP model studies of the role of scales in predictability.

2.5.1. Band limited and small scale error growth

Tribbia and Baumhefner [2004] investigated the growth and scale propagation of error energy initially confined in different ranges of spatial scales. They used the NCAR Community Climate Model Version 3 (CCM3), at various horizontal resolutions ranging from T42 (where “T” stands for triangular truncation) to T170 (corresponding roughly to 280–75 km) to conduct identical model and imperfect-model twin experiments.

In the perfect model twin experiments (T63), the model initial condition was perturbed by adding initial errors with amplitude and spatial structure with the same characteristics of the estimated analysis error. After approximately one day (a transient time necessary for the perturbations to acquire the structure of unstable modes) the growth of errors was approximately exponential and disturbances have a spectral peak in synoptic scales (two-dimensional wave numbers 10–20) typical of baroclinic instability. If the initial error was band limited to wave numbers $n < (> 30)$, the error propagates upscale (downscale) to end up with the same spectral distribution peaked at synoptic scales, but with different amplitude: the spectral amplitude is smaller if $n$ was initially $<30$, while for $n > 30$ the amplitude is approximately the same as if the initial error was not band limited. Therefore, very little is gained by accurately specifying the small scales. Due to the rapid transfers of errors across scales and the “seeding” of baroclinically active scales, the same authors arrived at the conclusion that errors due to truncation were not as
severe as initial condition errors for the prediction of synoptic scale weather. The results presented in this paper can be interpreted in the light of previous dynamical systems studies. Errors that are initially random, after some transient time acquire the structure of the leading Lyapunov vectors, the unstable directions of the aperiodic trajectory. As discussed in previous sections, in global NWP models that do not explicitly describe convection the dominant instabilities are baroclinic. Therefore, whether the initial condition error is distributed in all spatial scales or is band limited to the short or the large scales, we expect that after a while the error will have the same spectral distribution of the dominant unstable structures. This is confirmed in [Tribbia & Baumhefner, 2004] study: after one forecast day, errors that were band-limited have a similar spectral distribution and grow exponentially at about the same rate; after three forecast days their spatial structure (and that of the error that was not initially band-limited) shows very similar features all over the globe (see Fig. 5 of [Tribbia & Baumhefner, 2004]). In summary, after an initial transient time of the order of one day, regardless of the initial spectral distribution of the error energy, the structure and growth of the error is that of the baroclinically active synoptic scales.

Harlim et al. [2005] investigated the growth of infinitesimal random errors ($10^{-3}\mathcal{E}_\infty$) in the National Center for Environmental Prediction (NCEP) Global Forecast System (GFS). Starting with such small initial perturbation amplitudes, tropical convection that saturates at less than $10^{-3}\mathcal{E}_\infty$ [Toth & Kalnay, 1993, 1997] gives rise to super-fast growth that lasts approximately $1\text{ h}$. In a second phase, that lasts approximately $1\text{ day}$, small scale turbulent dynamics dominates, doubling times increase from $3\text{ h}$ to approximately $1\text{ day}$ while the error increases to values of the order $10^{-2}\mathcal{E}_\infty$. During this stage, the growth rate decays in a log-linear fashion, that can be approximated by $(1/\mathcal{E})(d\mathcal{E}/dt) = \lambda t \log(\mathcal{E}/\mathcal{E}_1)$. According to this fit, the error growth would cease when the error reaches $\mathcal{E}_1$, an apparent saturation value $\mathcal{E}_1 \approx 2.1 \cdot 10^{-2}\mathcal{E}_\infty$.

A third stage of moderate growth follows, with a doubling time of approximately two days typical of synoptic scales and a slower decay of the growth rate. This phase that finally leads to saturation at $\mathcal{E}_\infty$ describes the growth of errors that initially were of the order of the analysis error as in the experiments by [Tribbia & Baumhefner, 2004].

In conclusion, even starting with band-limited or with very small initial errors, the structure and growth of forecast error affecting the quality of weather prediction is largely determined by baroclinic instability responsible for the development of synoptic weather systems.

3. Data Assimilation

In the Earth sciences the classical problem of estimating the state of a dynamical system from observations and the equations governing the systems evolution is known as data assimilation [Daley, 1991; Kalnay, 2003]. Data assimilation algorithms are used for diagnostic purposes and to provide the initial condition (the analysis) for weather prediction models. The analysis is obtained by optimally combining the information coming from a model forecast and the observations. Atmospheric and oceanic observations are noisy and very scattered in space and time. Dynamical models providing an approximate description of the evolution of the state of the atmosphere and the ocean are chaotic and, moreover, the number of degrees of freedom is huge ($>10^9$).

The theory of data assimilation rests on the mathematical framework of estimation and optimal control theory [Jazwinski, 1970], but in Earth sciences we deal with complex chaotic models with a huge number of degrees of freedom that often defy straightforward application of classical methods.

The chaotic character of the real systems and of forecast models has two important implications. One is the need to provide an accurate estimate of the initial state to stretch the range of valuable forecasts towards the systems’ predictability limits. The other, more subtle consequence of the divergence of trajectories is that the state estimation error itself strongly projects on the unstable manifold of the forecast model. Many authors have stressed the importance of the unstable manifold in data assimilation studies, but only recently the problem of estimating the state of a chaotic system has been systematically investigated.

Data assimilation has become a major area of research in meteorology and oceanography, as well as of numerical prediction. Based on estimation theory, advanced data assimilation methods have been
developed, the most notable examples in forecasting practice being four-dimensional variational assimilation (4DVar) [Sasaki, 1970; Le Dimet & Talagrand, 1986], and various schemes based on Kalman Filtering theory [Kalman, 1960] (see also [Ghil & Malanotte Rizzi, 1991; Kalnay, 2003] and references therein). Depending on the particular application, many different schemes based on different approximations have been developed to cope with practical difficulties. We cannot cover here all the methods, all basically inspired by estimation theory, that have been applied, with varying level of success, in many realistic circumstances.

After a brief introduction of basic concepts and methods and in particular of 4DVar and of the Extended Kalman Filter, we present some recent work that addresses the problem of data assimilation in a chaotic system, based on a method referred to as Assimilation in the Unstable Subspace (AUS). The aim of this work is to investigate how the chaotic properties of a system affect the estimation problem and how to exploit this knowledge to improve the state estimate and, at the same time, to alleviate the computational burden needed to obtain it. The notion of unstable manifold, central topic of the present paper, plays a prominent role in the AUS approach.

3.1. Basic concepts and definitions

We consider the problem of estimating the state of a discrete dynamical system, that for the present purpose we assume is not affected by model error:

\[ x_{k+1} = M_{k+1} x_k, \quad k = 0, 1, 2, \ldots \]  

where the state at \( t_k \) is an n-vector. The distribution \( P(x_0) \) of the initial condition is assumed given. Let discrete noisy observations \( y_0^k \) be given by:

\[ y_0^k = H(x_k) + e_0^k, \quad k = 1, 2, \ldots \]  

where \( y_0^k \) is a p-vector and \( e_0^k \) is a white Gaussian sequence, \( \mathcal{N}(0, R_0) \), independent of \( x_0 \). Now let \( Y_l^k \) be the sequence of observations:

\[ Y_l^k = y_0^k, y_1^k, \ldots, y_l^k. \]  

Given a realization of the sequence of observations \( Y_l^k \), the problem consists in computing an estimate of \( x_k \). For \( k < l, k = l, k > l \) the problem is referred to as smoothing, filtering and prediction, respectively.

In the probabilistic approach, the conditional probability density function (PDF) of \( x_k \):

\[ P(x_l | Y_l), \quad l = 1, 2, \ldots, k \]  

(19)
given \( Y_l^k \) and \( P(x_0) \) is the complete solution to the filtering problem. Given the correct initial PDF and assuming that the properties of the observational noise are known, the PDF's time evolution could in principle be predicted using the Fokker–Planck equation. In practice, in the fully nonlinear case it is impossible to determine the complete PDF. The fundamental difficulty of this approach lies in the high dimension of the state space, which makes it impossible to obtain the initial PDF, let alone compute its time evolution.

The problem simplifies enormously if the system's dynamics is linear. In the case of linear filtering and Gaussian errors the PDFs are characterized by the mean and the covariance matrices. By maximizing the conditional PDF one obtains the solution that minimizes the mean square error:

\[ \mathcal{E}((x_k - x_l^0)^T S(x_l - x_k^0)) \]  

(20)

where \( x_l^0 \) is the true state, \( \mathcal{E} \{ \} \) is the expectation operator and \( S \) is a positive definite matrix. Under these conditions, the minimum error variance estimate is the conditional mean \( \mathcal{E}(x_l | Y_l) \).

The Kalman Filter (KF), originally developed for linear systems propagates the state estimate together with the associated error covariance estimate given by

\[ P_l = \mathcal{E}((x_l - x_l^0) (x_l - x_l^0)^T | Y_l). \]  

(21)

When observations become available, the KF solution provides the optimal linear estimate of the system's state [Kalman, 1960]; in this linear framework the propagation reduces to equations for the mean and covariance between observation times and the analysis update is given by:

\[ x_l^0 = x_l^0 - K_l H_l x_l^0 + K_l y_l^0. \]  

(22)

where \( x_l^0 \) is the forecast obtained by integrating the model equations from a previous analysis, \( H_l \) is the linear observation operator and \( K_l \) is the Kalman gain matrix.

A different approach is the variational approach based on statistical (least square) estimation. The solution of the variational optimization problem is obtained by minimizing, with respect to \( x_0, \ldots, x_K \), a cost function measuring the misfit
linear model is integrated, starting from the previous analysis to obtain the forecast state and the tangent linear equations propagate the analysis error covariance to obtain an estimate of the forecast error covariance. When observations become available they are assimilated through the analysis update that combines the forecast and the observations with the appropriate weights. The error covariance associated with the state estimate at the analysis step is also updated.

4DVar is an advanced technique that seeks the model trajectory that best fits the observations distributed within a given time interval with the dynamical constraint of the model equations [Talagrand & Courtier, 1987]. The adjoint technique [Le Dimet & Talagrand, 1986] allows the minimization of the 4DVar cost function to be made with respect to the state at the beginning of the interval. The solution of the minimization problem is obtained by forward integration of the model and backward integration of the adjoint of the tangent linear propagator that enters the expression of the cost function gradient. Given the same initial estimates of the background state and of the background error covariance, if errors are Gaussian and small enough to be described by the tangent linear equations, 4DVar and EKF give the same solution.

Some general comments are in place at this point. First of all it needs to be stressed that, in real world applications, the validity of the linear hypothesis depends on different factors: the characteristics of the observation network, the frequency and accuracy of observations, the rate of growth of errors, the properties of the assimilation scheme. In 4DVar, the length of the time window is another parameter that must be controlled. Second, what really matters is the asymptotic performance of the assimilation scheme. In Kalman filters, the error covariance matrix is updated at each step along the assimilation-forecast cycle and the asymptotic performance of the filter is independent of the guess of the error covariance at time \( t = 0 \). In addition, the evolved error covariance matrix in the Kalman Filter provides a measure of the goodness of the estimate. However, the computational cost of the error covariance propagation in the full EKF is prohibitively expensive for NWP models with order \( 10^6 \) degrees of freedom.

In 4DVar, the error covariance associated with the background state at the beginning of each assimilation window must be prescribed and the asymptotic performance depends, among other
factors, on the accuracy of this estimate. The reader is referred to [Kalnay, 2003] and [Tsuyuki & Miyoshi, 2007] for a review on the state of the art of data assimilation in meteorology; see also [Lorenc, 2003; Kalnay et al., 2007; Gustafsson, 2007] for a discussion on the relative merits of 4DVar and Kalman Filters.

3.2.1. Reducing the computational cost of the Kalman filter

The problem of reducing the cost of the EKF in real applications has been addressed by a number of authors. In geophysical science literature reduced-rank approximations of the full EKF [Fukumori, 2002; Ghil & Malanotte Rizzioli, 1991; Tippett et al., 2000; Tölling & Cohn, 1994] confine the forecast error covariance matrix to a subspace of lower dimension by means of Singular Value Decomposition, Eigenvalue Decomposition or projection on the leading Empirical Orthogonal Functions [Pham et al., 1998]. A Monte Carlo approach, referred to as Ensemble Kalman Filter (EnKF) [Evensen, 1994], provides ensemble representations for the probability distribution of the state estimate. The EnKF has also proven effective in reducing the computational cost associated with the full EKF. In the EnKF, the ensemble-predicted error statistics is estimated from the ensemble perturbations. In the forecast step, their evolution is computed as difference between nonlinear integrations of the model, a procedure similar to the breeding method [Toth & Kalnay, 1993, 1997]. If the analysis error is sufficiently small this procedure would give the same result as using the tangent linear propagator.

The various flavors of the EnKF testify the importance of this problem for real world applications (see [Blum et al., 2008; Kalnay, 2003] and references therein). These include several refinements as perturbing observations, covariance localization, additive or multiplicative inflation. In particular, covariance localization is beneficial to prevent filter divergence when the number of ensemble members is small (for a review see [Evensen, 2003]). In all these studies, how many members of the ensemble are needed is estimated empirically on a case to case basis. Ott et al. [1995] estimate the local dimensionality (E-dimension) from the perturbations of the Local Ensemble Kalman Filter and the number of members of the ensemble necessary to represent the forecast error covariance in different geographical regions (tropics, extra-tropics, polar regions).

The Assimilation in the Unstable Space (AUS), developed by Trevisan and co-authors, consists in confining the analysis update in the subspace spanned by the leading unstable directions [Trevisan & Uboldi, 2004]. Applications to atmospheric and oceanic models [Uboldi & Trevisan, 2006; Carraosi et al., 2008] showed that even dealing with high-dimensional systems, an efficient error control can be obtained by monitoring only a limited number of unstable directions. More recently, Trevisan et al. [2010] formulated a reduced subspace four-dimensional assimilation algorithm, 4DVar-AUS (Four-dimensional Variational Assimilation in the Unstable Subspace). The key result of this study is the existence of an optimal subspace dimension for the assimilation that is approximately equal to the unstable and neutral subspace dimension. In recent work, [Trevisan & Palatella, 2010, 2011] investigated the consequences of the existence of an unstable manifold for the EKF solution. They presented a mathematically rigorous algorithm that solves the Kalman filter equations when all degrees of freedom are considered. They showed that the asymptotic rank of the EKF error covariance matrices is equal to the dimension of the unstable and neutral subspace. As a consequence, the full EKF and a reduced order algorithm (EKF-AUS) with assimilation increments limited to the unstable and neutral subspace were shown to produce the same results.

3.3. The unstable manifold and data assimilation

The nonlinear stability properties of the system do not only determine the predictability horizon of the initial value problem but also profoundly influence the assimilation process, affecting directly its quality and that of the subsequent forecast. If a system is chaotic, it is possible only by means of the observations, to keep the estimate from diverging from the true trajectory.

While all assimilation methods, more or less implicitly, exert some control on the flow dependent instabilities, algorithms referred to as Assimilation in the Unstable Subspace exploit the unstable subspace, the span of the leading Lyapunov vectors, as key dynamical information in the assimilation process.

The basic idea of confining the assimilation in the unstable subspace can be easily understood when errors behave linearly, that is when there are enough and sufficiently accurate observations that
the estimate remains at all times close to the true state. If the error at some time is small, its evolution can be described in terms of the evolution of the Lyapunov directions, with some projection coefficients. During the forecast, errors in the directions with positive (negative) Lyapunov exponents will amplify (decay). When the forecast is combined with the observations to form the analysis, error components that have amplified will be reduced; only if the observations are perfect, these components can be reduced to zero. Forecast errors in decaying directions naturally tend to zero if observations are not used or are used with the proper weight. By confining the analysis increment only in the unstable and neutral subspace, with the AUS approach, it is thus possible to keep the estimated trajectory close to the true trajectory, at least in a perfect model setting.

The first applications of the AUS assimilation dealt with the problem of selecting the locations, that depend on the particular weather situation, of supplementary observations meant to achieve the greatest improvement in analysis and forecasts. This problem was one of the research challenges undertaken by the international program of THORPEX (The Observing system Research and Predictability Experiment) to accelerate the improvement in high impact weather forecast; additional observations could be adaptively located in geographical regions where the fixed observations were not sufficient to control the growth of errors due to flow dependent instabilities.

The error in an assimilation-forecast cycle is expected to depend on the structure, growth, and propagation properties of flow instabilities, as well as on the temporal and geographical distribution of observations. These errors can be most efficiently reduced by tracking the structure of the errors in the most unstable directions that develop along the trajectory and by placing observations in the locations where the maximum amplitude of the structure is attained. By confining the analysis increment to the subspace \( E \) spanned by the most unstable vectors, the analysis solution reads:

\[
x^a = x^b + E E^T (R + H E E^T H^T)^{-1} x^0 - H x^b \]  

(25)

where the background covariance matrix \( B = E E^T \) [Trevisan \& Uboldi, 2004]. The most efficient and safe (for reasons related to the stability of the solution) way of exploiting just a few unstable directions is to use AUS in combination with observations located where each column of \( E \) attains its maximum value.

### 3.4. Four-dimensional variational assimilation and its reduction to the unstable subspace (4DVar-AUS)

4DVar generates a model trajectory that best fits the observations available within a given assimilation window. Within the assimilation window, the flow dependent instabilities are naturally described in 4DVar by the tangent linear propagator. In addition, at the start of each assimilation window, an a-priori estimate of the background error covariance is needed [Bannister, 2008].

For long assimilation windows, 4DVar analysis errors are known to project on the unstable subspace of the system [Pires et al., 1996]. Errors in the stable directions that would be damped in the long range, for short assimilation windows are non-negligible in the analysis and affect the next assimilation cycle, causing short term enhanced error growth as noticed by [Swanson et al., 2000] and discussed by [Trevisan et al., 2010]. It is possible to avoid introducing errors in the stable directions if we confine the analysis increment in the unstable and neutral subspace of the system; this is obtained by applying to 4DVar the AUS directions approach. The dynamical information on the growth of errors in the unstable and neutral directions, the Lyapunov vectors with positive and null exponents, is explicitly estimated in the 4DVar-AUS algorithm [Trevisan et al., 2010] and the adjoint integration is not needed.

#### 3.4.1. The 4DVar algorithm

Strong constraint 4DVar seeks the (nonlinear) best estimate of the initial state \( x_0 \) which minimizes the misfit with observations available in a given time interval (assimilation window) and with a background state \( x^b_0 \). The standard cost function for strong constraint 4DVar, in discrete form, can be written as:

\[
J(x_0) = (x_0 - x^b_0)^T B^{-1} (x_0 - x^b_0) 
+ \sum_{k=0}^{K} (H_k(x_k) - y_k^o)^T R^{-1} H_k(x_k) - y_k^o
\]  

(26)
where \( \mathbf{y}_k^l \) are the observations available at discrete times \( t_k = k\Delta t, k = 0, \ldots, K \), within the assimilation window of length \( \tau = t_K - t_0 \); \( \mathbf{B} \) and \( \mathbf{R} \) represent the background and observation error covariance matrices, \( \mathcal{H} \) the nonlinear observation operator, and the sequence of model states \( \mathbf{x}_k \) is a solution of the nonlinear model equations:

\[
\mathbf{x}_k = \mathcal{M}_{0\rightarrow k}(\mathbf{x}_0).
\]  

The control variable for the minimization is the model state \( \mathbf{x}_0 \) at the beginning of the assimilation window. Given the tangent linear equations describing the evolution of infinitesimal perturbations \( \delta \mathbf{x}_k \) relative to an orbit of Eq. (16):

\[
\delta \mathbf{x}_k = \mathcal{M}_{0\rightarrow k}\delta \mathbf{x}_0,
\]  

the gradient of \( J \) with respect to \( \mathbf{x}_0 \) can be written as:

\[
\frac{1}{2} \nabla_{\mathbf{x}_0} J = \mathbf{B}^{-1}(\mathbf{x}_0 - \mathbf{x}_0^b) + \sum_{k=0}^{K} \mathbf{M}_{0\rightarrow k}^T \mathbf{H}_k^b \mathbf{R}^{-1}(\mathbf{H}_k(\mathbf{x}_k) - \mathbf{y}_k),
\]  

where \( \mathbf{H}_k \) represents the linearized observation operator, and the superscript \( T \) stands for transpose.

For a given nonlinear trajectory, the gradient can be estimated by use of the adjoint method. The solution of the minimization problem is obtained by forward integration of the model and backward solution of the minimization problem, with an iterative descent algorithm.

3.4.2 The 4DVar-AUS algorithm

The 4DVar-AUS algorithm consists in confining the increment \( \delta \mathbf{x}_0 \) which minimizes the cost function in the reduced dimension subspace spanned by the \( N \) most unstable directions of the system corresponding to the leading \( N \) Lyapunov exponents. When \( N = n \) the full space standard 4DVar solution is recovered.

Let \( \mathbf{E}_0 \) be the matrix whose columns are the orthonormal tangent vectors spanning the \( N \)-dimensional most unstable subspace of the system at \( t_0 \). The linear evolution within the assimilation window \([t_0, \tau]\) is given by:

\[
\mathbf{M}_{0\rightarrow k}\mathbf{E}_0 = \mathbf{E}_0\mathbf{A}_k, \quad k = 0, \ldots, K
\]  

where

\[
\mathbf{A}_k = \text{diag}[\Lambda_k^{(1)}, \Lambda_k^{(2)}, \ldots, \Lambda_k^{(N)}],
\]  

and \( \Lambda_k^{(j)} \) is the \( j \)th local amplification factor. The Gram-Schmidt orthonormalization is applied at \( t = t_0 \). Let the increment \( \delta \mathbf{x}_0 \) be confined in the subspace \( \mathbf{E}_0 \) and its projection \( \delta \mathbf{x}_0 \) be given by:

\[
\tilde{\delta} \mathbf{x}_0 = \mathbf{E}_0\mathbf{E}_0^T \delta \mathbf{x}_0
\]  

where for simplicity, the Euclidean norm is adopted. The evolution of the projected increment is governed by:

\[
\tilde{\delta} \mathbf{x}_k = \mathcal{M}_{0\rightarrow k}\mathbf{E}_0\mathbf{E}_0^T \delta \mathbf{x}_0, \quad k = 0, \ldots, K.
\]  

The cost function gradient in the reduced subspace can be written as:

\[
\frac{1}{2} \nabla_{\mathbf{x}_0} J = \mathbf{E}_0 \left[ \mathbf{E}_0^T \mathbf{B}^{-1}(\mathbf{x}_0 - \mathbf{x}_0^b) + \sum_{k=0}^{K} \mathbf{A}_k \mathbf{E}_0^T \mathbf{H}_k^b \mathbf{R}^{-1}(\mathbf{H}_k(\mathbf{x}_k) - \mathbf{y}_k) \right].
\]

The minimization proceeds as in the 4DVar algorithm (for details see [Trevisan et al., 2010]) and in the assimilation cycle the estimated state and its associated unstable subspace are used to initialize the next assimilation window. Notice that no use of the adjoint integration is made. In the 4DVar-AUS assimilation, \( N \) is (at least) equal to the number of positive and null Lyapunov exponents.

3.4.3 4DVar-AUS results

To illustrate the behavior of the algorithm we use the [Lorenz, 1996] model. Numerical experiments were performed with three different configurations (40, 60 and 80 longitudinal grid points). The number of positive exponents \( 13, 19, 26 \) is the same in the three different systems is proportional to the spatial extension of the domain. The unstable and neutral subspace, the span of Lyapunov vectors with positive or null exponents, contains the most rapidly growing perturbations. 4DVar-AUS confines the assimilation of observations in this subspace. In standard 4DVar, errors at the beginning (end) of the assimilation window are confined in the stable (unstable) subspace [Pires et al., 1996]. In 4DVar-AUS, after a certain number of iterations of the
assimilation cycle, errors are confined in the unstable subspace both at the beginning and at the end of the assimilation window (see Fig. 8).

Furthermore, the error of 4DVar-AUS is smaller than the error of 4DVar, particularly for short assimilation windows, when the errors in the stable directions do not have enough time to be damped and affect the 4DVar solution also at the end of the window. One of the main results of the study was to find that, in the presence of observational error, there is an optimal subspace dimension for the assimilation that is approximately equal to \( N^+ + N^0 \), where \( N^+ \) and \( N^0 \) are the number of positive and null Lyapunov exponents (see Fig. 9).

The 4DVar solution that minimizes the cost function in the whole space (\( N = n \)), while closer to the observations, is farther away from the truth. This result has been explained showing that, when assimilating in the unstable and neutral subspace, errors in the stable directions are naturally damped. Because of observational error, assimilating in the whole space otherwise keeps the stable components of the error alive, deteriorating the overall assimilation performance. If, instead, the observational error is zero, the optimal dimension is the dimension \( n \) of the whole space.

3.5. The Extended Kalman Filter and its reduction to the Unstable Subspace (EKF-AUS)

In the EKF, the propagation of the flow dependent instabilities is obtained by explicitly evolving the analysis error covariance estimate from the previous analysis step: the dimension of the error covariance matrices is equal to the state dimension, \( n \). In a reduced form, referred to as EKF-AUS, the assimilation is performed in the unstable and neutral subspace of the tangent space, of dimension \( m \) and the rank of the error covariance matrices is equal to \( m \). This subspace, the span of the Lyapunov vectors with positive and null exponents is the subspace where instabilities develop along the system’s trajectory and usually has a dimension much smaller
than the total number of degrees of freedom. For instance, Carrassi et al. [2008a, 2008b] found that in a quasi-geostrophic model with 14784 degrees of freedom, the number \( m \) of positive exponents is equal to 25.

As shown in [Trevisan & Palatella, 2010, 2011], EKF-AUS not only reduces the cost of the full EKF, but it leads to the same solution.

3.5.1. The EKF algorithm

In the EKF, the state evolves according to the full nonlinear equations and the tangent linear operator is used to predict the approximate error statistics. The estimate of the state, referred to as the analysis, \( \hat{x}^a \), is obtained by combining a forecast state \( \hat{x}^f \) with the possibly incomplete and noisy observations \( \hat{y}^o = H(x_k) + \epsilon^o \) given at discrete times \( t_k \geq t_0, k \in \{1, 2, \ldots\} \). The observation error \( \epsilon^o \) is assumed to be Gaussian with zero mean and known covariance matrix \( R \). \( H \) is the observation operator. The estimate update is given by the analysis equation:

\[
\hat{x}^a = \hat{x}^f - K_k H(\hat{x}^f) + K_k \hat{y}^o, \tag{35}
\]

where \( \hat{x}^f \) is the forecast obtained by integrating the nonlinear equations from a previous analysis time:

\[
\hat{x}^f = M(\hat{x}^a_{k-1}). \tag{36}
\]

\( M \) being the nonlinear evolution operator, \( K_k \) is the gain matrix at time \( t_k \) given by:

\[
K_k = P_k^f H^T(HP_k^f H^T + R)^{-1}. \tag{37}
\]

where \( H \) is the Jacobian of \( H \). The analysis error covariance update equation is given by:

\[
P_k^a = (I - K_k H) P_k^f. \tag{38}
\]

and \( P_k^f \), the forecast error covariance, is given by:

\[
P_k^f = M_k P_{k-1}^f M_k^T, \tag{39}
\]

where \( M \) is the linearized evolution operator associated with \( M \).

3.5.2. The EKF-AUS algorithm

The algorithm belongs to the family of square-root implementations of the Extended Kalman Filter [Thornton & Bierman, 1976; Hamill & Whitaker, 2011]. The assimilation is performed in a manifold of dimension \( m \). When \( m \) is equal to the total number of degrees of freedom of the system, the algorithm solves the standard EKF equations. When \( m = N^+ + N^0 \), where \( N^+ \) and \( N^0 \) are the number of positive and null Lyapunov exponents, the reduced form, with Assimilation in the Unstable Subspace (EKF-AUS) is obtained.

At time \( t = t_{k-1} \) (here and in the following we drop the time-step subscript from the equations since, unless otherwise stated, all terms refer to the same time step \( k \)), let the columns of the \( n \times m \) matrix \( X^o = [x_1^o, x_2^o, \ldots, x_m^o] \) be orthogonal, with \( X^o \) one of the square roots of \( \Sigma^o \), namely:

\[
\Sigma^o = X^o X^{oT}. \tag{40}
\]

At time \( t = t_0 \), the vectors \( x_i^o, i = 1, 2, \ldots, m \) are arbitrary independent initial perturbations.
In the standard EKF algorithm, the number of perturbations is equal to the total number of degrees of freedom of the system, \( m = n \).

3.5.2.1. The forecast step

In the forecast step, the tangent linear operator \( \mathbf{M} \) acts on the perturbations \( \mathbf{X}^t \) defined at (analysis) time \( t = t_k \) : \( \mathbf{X}^f = \mathbf{M}\mathbf{X}^a \) where \( \mathbf{X}^f = [\mathbf{x}_1^f, \mathbf{x}_2^f, \ldots, \mathbf{x}_n^f] \). The \( n \times n \) forecast error covariance matrix, \( \mathbf{P}^f \) can be cast in the form:

\[
\mathbf{P}^f = \mathbf{X}^f\mathbf{X}^{fT} \equiv \mathbf{E}^f\mathbf{E}^{fT} \tag{41}
\]

where the \( m \) columns of \( \mathbf{E}^f \) are obtained by a Gram–Schmidt orthonormalization of the columns of \( \mathbf{X}^f \). The \( m \times m \) (in general non-diagonal) symmetric matrix \( \Gamma^f \) defined as:

\[
\Gamma^f = \mathbf{E}^{fT}\mathbf{X}^f\mathbf{X}^{fT}\mathbf{E}^f \tag{42}
\]

represents the forecast error covariance matrix, confined to the subspace \( \mathcal{S}^m \) of the evolved perturbations.

3.5.2.2. The analysis step

Using the definition of \( \mathbf{P}^f \) of Eq. (41) the Kalman gain expression becomes:

\[
\mathbf{K} = \mathbf{E}^f\mathbf{T}^f(\mathbf{HE}^f)^T(\mathbf{HE}^f)\mathbf{T}^f + \mathbf{R}^{-1}
\]

and the usual analysis error covariance update Eq. (38) reads:

\[
\mathbf{P}^a = (\mathbf{I} - \mathbf{KH})\mathbf{E}^f\mathbf{T}^f\mathbf{E}^{fT}
\]

\[
= \mathbf{E}^f\mathbf{T}^f\mathbf{E}^{fT} - \mathbf{E}^f\mathbf{T}^f(\mathbf{HE}^f)^T
\]

\[
\times (\mathbf{HE}^f)\mathbf{T}^f + \mathbf{R}^{-1}\mathbf{HE}^f\mathbf{T}^f\mathbf{E}^{fT}
\]

\[
= \mathbf{E}^f(\mathbf{T}^f - \mathbf{E}^{fT}\mathbf{H}^T)
\]

\[
\times (\mathbf{HE}^f)\mathbf{T}^f + \mathbf{R}^{-1}\mathbf{HE}^f\mathbf{T}^f\mathbf{E}^{fT}
\]

\[
\equiv \mathbf{E}^f\mathbf{P}^a\mathbf{E}^{fT}. \tag{44}
\]

The analysis error covariance matrix \( \mathbf{P}^a \) can be written as:

\[
\mathbf{P}^a = \mathbf{E}^f\mathbf{\Gamma}^a\mathbf{E}^{fT}
\]

\[
= \mathbf{E}^f\mathbf{U}\mathbf{\Gamma}_a\mathbf{U}^T\mathbf{E}^{fT}
\]

\[
\equiv \mathbf{E}^f\mathbf{\Gamma}_a\mathbf{E}^{fT}. \tag{45}
\]

where the columns of the \( (m \times m) \) orthogonal invertible matrix \( \mathbf{U} \) are the eigenvectors of the symmetric matrix \( \mathbf{\Gamma}^a = \mathbf{\Gamma}_a\mathbf{U}^T\mathbf{U} \) and \( \mathbf{\Gamma}_a = \text{diag}(\gamma_i^2) \) is diagonal. Therefore, the \( m \) columns of \( \mathbf{E}^a = [\mathbf{e}_1^a, \mathbf{e}_2^a, \ldots, \mathbf{e}_m^a] \) obtained by

\[
\mathbf{E}^a = \mathbf{E}^f\mathbf{U}
\]

span the same subspace \( \mathcal{S}^m \) as the columns of \( \mathbf{E}^f \). Consequently, the analysis step preserves the subspace \( \mathcal{S}^m \), an important point on the comparison of our scheme with the Benettin et al. algorithm [Benettin et al., 1980]. The square root of \( \mathbf{P}^a \), written as \( \mathbf{P}^a = \mathbf{E}_1\mathbf{\Gamma}_a\mathbf{E}_1^T = \mathbf{X}_1\mathbf{X}_1^T \), provides a set of orthogonal vectors:

\[
\mathbf{X}^a = \mathbf{E}_1(\mathbf{\Gamma}_a)^{1/2}. \tag{47}
\]

The columns of

\[
\mathbf{X}^a = [\gamma_1\mathbf{e}_1, \gamma_2\mathbf{e}_2, \ldots, \gamma_m\mathbf{e}_m]
\]

\[
= [\mathbf{x}_1^a, \mathbf{x}_2^a, \ldots, \mathbf{x}_n^a] \tag{48}
\]

are the new set of perturbation vectors defined after the analysis step at time \( t_k \) that enter the forecast step at the next time step \( t_{k+1} \). When \( m = n \), \( \mathbf{K} \) is the usual Kalman gain. In EKF-AUS \( (m = N^x + N^\theta) \) the analysis increment is confined to the subspace \( \mathcal{S}^m \) spanned by the \( m \) columns of \( \mathbf{E}^f \) in view of the form of \( \mathbf{K} \).

Trevisan and Palatella [2011, 2010] compared the steps in the evolution of perturbations in the EKF algorithm with those of [Benettin et al., 1980] procedure to compute Lyapunov vectors. In the assimilation cycle, the analysis step preserves the subspace and reduces the amplitude of the perturbations while the forecast perturbations \( \mathbf{X}^f \) are repeatedly orthogonalized but not orthonormalized. Thus, in the long run perturbations in the stable directions will decay and only the unstable and neutral subspace Lyapunov vectors will, in the end, be the same as those computed in the [Benettin et al., 1980] algorithm. Therefore the EKF and EKF-AUS algorithms will asymptotically produce the same estimate of error covariances and the two algorithms will be equivalent.

3.5.3. EKF-AUS results

As in the 4DVar-AUS results section, to illustrate the behavior of the algorithm we use the [Lorenz, 1996] model. To illustrate the properties of the EKF and EKF-AUS solutions, numerical experiments were performed with three different configurations (40, 60 and 80 longitudinal grid points). The numbers of positive exponents are 13, 19, 26, respectively.
The numerical experiments confirm the theoretical prediction that the rank of $P^a$ in the full EKF decays in time and asymptotically becomes as small as the dimension of the number of positive and null Lyapunov exponents of the original system (Fig. 10). This is because only the estimated errors in the unstable and neutral subspace survive the filtering process.

Another key result confirmed by the numerical experiments is that the full EKF and its reduced form EKF-AUS give the same results: the average rms error (Fig. 11) and the eigenvalues of the asymptotic analysis covariance matrix (Fig. 12) are in fact the same.

It should be stressed that all considerations regarding the behavior of the error estimate are valid in the framework of EKF theory based on the assumption that errors behave linearly. If errors do not behave linearly, the EKF will still provide the same error estimate, but the true error may not be confined in the unstable and neutral subspace but live in a higher-dimensional subspace. In that case, in order to avoid filter divergence, it may be necessary to artificially augment the subspace of the estimated error.

4. Model Error as an Additional Source of Uncertainty

So far, the predictability problem has been discussed in the perfect model framework, by assuming that the equations governing the system’s evolution are perfectly known. However, forecast models are but a discrete and crude approximation of the underlying true system dynamics; inevitable uncertainties are associated with the numerical formulation of the dynamical equations, including the influence of unresolved scales. Model errors are the result of parameterized, unresolved, unmodeled or stochastic processes.

The effect of model error in weather forecasting is a very difficult and complex topic and several authors in the last years are devoting their efforts to this argument. For this reason we will briefly describe the main points of model error theory and its connection to the theory of chaotic systems.

If the real system that we want to model is chaotic, the effect of model imperfections is particularly critical, whether we use the model for forecasting or diagnostic purposes. The model’s attractor can only be an approximation of the true system’s attractor so that the climate (the
statistical properties of the atmospheric variables) of the model and the real climate cannot be exactly the same. In forecasting the weather, as any other chaotic system, model errors add up to initial condition errors at each time step along the integration of the evolution equations and take part in the same amplification process. We have stressed the importance of Lyapunov vectors for the description of preferred directions of error amplification in predictability and assimilation problems. In the presence of model error, even the dominant Lyapunov vectors and exponents of the model cannot be exactly the same as those of the real system, one reason being that the model cannot capture the unresolved scale instabilities.

Whereas systematic error is due to model imperfections, nonsystematic errors are due to the combination of initial condition and model error. Roughly speaking, assuming that the analysis error is known, model error could in principle be estimated by subtracting the predictability error from the forecast error. However, even assuming that error growth is well reproduced by the model at least in the resolved scales, in order to disentangle the different — initial condition and model — error sources of forecast error, the analysis error and the forecast error need to be accurately estimated. A useful step would be the construction of ensemble forecasting systems with the property of reproducing the correct distribution of predictability error [Candille & Talagrand, 2005].

From the practical perspective, the adverse effects of model error have been reduced through the never ending process of improving models by increasing resolution, introducing new physics and more efficient parameterizations and resolving other models’ shortcomings by model calibration, i.e. a-posteriori corrections of systematic error. Verification studies provide evidence that improvements in forecast skill have been obtained due to the reduction of both initial conditions’ and of models’ systematic errors. A number of techniques have been developed in order to deal with model uncertainty in ensemble forecasting: stochastically perturbed parameterization tendencies [Buizza et al., 1999], stochastic backscatter [Berner et al., 2009] and multimodel or multicenter ensembles approaches ([Bougeault et al., 2010] and references therein).

Model error is often represented as a stochastic noise $\epsilon_k$. The explicit assumption of no time correlation is made in standard Kalman Filtering theory by adding a model error covariance term $Q_k = \langle \epsilon_k \epsilon_k^T \rangle$ to the forecast error covariance $P_k$.

Daley [1992] examined the effect of time correlated model error in the framework of Kalman filtering. Recent studies have shown that treating model error as part of the estimation problem leads to significant improvements in the accuracy of the state estimate [Vidard et al., 2004; Li et al., 2009]. Tremolet [2007] presented a formulation of weak-constraint 4DVar that explicitly represents model error as part of the 4DVar control variable.

A method of estimating and accounting for model error in the context of an ensemble Kalman filter technique was developed in [Mitchell & Houtekamer, 2000]. The method involves parameterizing the model error and using innovations to estimate the model-error parameters. Model bias or climate drift is another effect of model error. The general problem of model bias estimation in Kalman Filtering was first studied in [Friedland, 1969]. A statistical method was originally proposed in [Leith, 1978] to account for model bias and systematic errors linearly dependent on the flow anomalies. Inspired by the papers by Leith [1978], DeBolle and Hou [1999], Danforth et al. [2007] proposed a procedure suitable for operational use at relatively small computational expense to estimate and reduce state-dependent model systematic errors. The method requires a time series of analysis increments (corrections) to estimate the error covariance.

With the above techniques, model bias is corrected by moving the state estimate from the model attractor to the system attractor. A different approach is that of searching for a state estimate that best represents the true state on the model attractor. To reduce drift-induced errors Toth and Peña [2007] introduced a mapping vector to move observations from near the attractor of nature to the vicinity of the model attractor before performing data assimilation.

The deterministic and probabilistic aspects of the model error dynamics has been analyzed in a series of studies [Nicolis, 2003, 2004]. Some generic features have been identified: the signature of the deterministic nature of the model error evolution is found to markedly affect the short-time regime of the error evolution and, furthermore, the role of the Lyapunov exponents on the model error dynamics is revealed. By using a time series expansion of the error dynamics, it is found that the short-time regime of the error variance is bound to be
approximation for the model error correlations.

A fundamental property of the unstable manifold is its variation with the flow: the unstable structures that develop in time can be estimated by computing the Lyapunov vectors. This can be done by integrating the tangent linear equations along the trajectory of the model that simulates the evolution of the atmospheric flow or by the breeding method. A set of \( N \) initial random perturbations, subject to repeated orthonormalization, after a transient time, will be oriented in the \( N \) directions spanning the most unstable subspace; in reviewing established theory we have seen how this subspace will, thereafter be preserved along the flow.

Another important property is the relation with the local geometry of the attractor; if the simulated trajectory is sufficiently close to the true trajectory, the difference of the corresponding states lies on the unstable (and neutral) manifold. Therefore, given a sufficiently accurate estimate of the true state and of the unstable tangent subspace one knows that the true state lies somewhere in this subspace, of usually much lower dimension than the total phase space.

This property turned out to be very important in the problem of estimating the state of a system, given its evolution equations and noisy observations of the true state. When correcting a model state by assimilating observations, the estimate of the unstable directions can be used to constrain the analysis increment in their subspace. This constraint is at the basis of data assimilation algorithms that are referred to as AUS. In the hypothesis that the pseudo-trajectory, the solution of the estimation problem, remains close enough to the true trajectory, Lyapunov exponents and vectors, that are well defined for the true trajectory, Lyapunov exponents and vectors, that are well defined for the true trajectory, Lyapunov exponents and vectors.

5. Discussion and Further Developments

The atmospheric community has long been aware that understanding error growth dynamics and estimating the predictability properties of atmospheric flow at various scales is important for effectively designing, observing and forecasting systems and for estimating the forecast skill. A notable example is how predictability theory helped construct current Ensemble Prediction Systems able to predict flow-dependent uncertainties in medium range forecasts.

The growth of errors in atmospheric models is governed by the instabilities that characterize chaos. In the present paper, the accent has been placed throughout on the importance of the Lyapunov vectors to describe the growth of prediction errors at different time and space scales. A fundamental property of the unstable manifold is its variation with the flow: the unstable structures that develop in time can be estimated by computing the Lyapunov vectors. This can be done by integrating the tangent linear equations along the trajectory of the model that simulates the evolution of the atmospheric flow or by the breeding method. A set of \( N \) initial random perturbations, subject to repeated orthonormalization, after a transient time, will be oriented in the \( N \) directions spanning the most unstable subspace; in reviewing established theory we have seen how this subspace will, thereafter be preserved along the flow.

Another important property is the relation with the local geometry of the attractor; if the simulated trajectory is sufficiently close to the true trajectory, the difference of the corresponding states lies on the unstable (and neutral) manifold. Therefore, given a sufficiently accurate estimate of the true state and of the unstable tangent subspace one knows that the true state lies somewhere in this subspace, of usually much lower dimension than the total phase space.

This property turned out to be very important in the problem of estimating the state of a system, given its evolution equations and noisy observations of the true state. When correcting a model state by assimilating observations, the estimate of the unstable directions can be used to constrain the analysis increment in their subspace. This constraint is at the basis of data assimilation algorithms that are referred to as AUS. In the hypothesis that the pseudo-trajectory, the solution of the estimation problem, remains close enough to the true trajectory, Lyapunov exponents and vectors, that are well defined for the true trajectory, are well approximated by the corresponding quantities computed along the estimated trajectory. In this case, the assimilation algorithms with confinement in the unstable subspace give results that are as good (EKF-AUS), in the sense of minimizing the error, or better (4DVar-AUS) than assimilating in the whole space. This result is based on the assumption that errors behave linearly and it may not apply in many realistic circumstances, but it is valid whenever observations are sufficiently dense and accurate that the estimate remains at all times close to the true trajectory.

A by-product of the assimilation in the unstable subspace is the estimate of the directions spanning the unstable manifold. An estimate of the unstable subspace dimension can be obtained from the asymptotic assimilation solution, given an
overestimate for its value (that can be much smaller than the total number of degrees of freedom) used as an initial guess. In the EKF, the estimate of the dimension of the unstable subspace is given by the rank of the asymptotic error covariance matrix. In 4DVar-AUS it is the equal to the optimal (in the sense of minimizing the error) dimension for the confinement.

It is worth discussing at this point why the 4DVar-AUS algorithm turns out to be superior to standard 4DVar, while EKF-AUS gives the same results as the standard EKF. The interpretation is simple. The full EKF performs exactly as EKF-AUS because the estimated asymptotic error covariances are the same. In this sense, 4DVar-AUS, that confines the analysis increment in the unstable and neutral subspace is equivalent to the EKF. Standard 4DVar instead looks for the minimizing solution in the full space; when the error dynamics is linear, 4DVar-AUS is superior to 4DVar because it looks for the solution in the manifold where the true state is found.

When the error dynamics is not linear, the situation is different. In 4DVar-AUS the dimension of the subspace for the confinement is kept fixed along the assimilation cycle and is the same at the beginning of each time window. (Within a given window, of limited time extension, the independent orthogonal directions are unlikely to collapse to a subspace of lower dimension.)

In EKF and EKF-AUS assimilation, instead, the cyclic evolution of the estimated error is linear so that, asymptotically the error estimate and the analysis increment is always confined in the unstable (and neutral) subspace. However, if nonlinearity is important, the true error will not remain exactly in the unstable and neutral subspace. All Kalman type filters, where the estimated error subspace is internally determined, can only correct errors inside it. This may be a cause of filter divergence and give a rationale for the need to artificially increase the rank of the error covariance in EnKFs (e.g. by additive inflation).

In 4DVar-AUS, the dimension of the reduced subspace is kept fixed to an arbitrary number and varying this number can help deal with errors that are not exactly confined in the unstable and neutral subspace. Indeed, when nonlinearity becomes important (e.g. for the larger observation errors and longer windows in the experiments of [Trevisan et al., 2010]) and errors develop in a larger subspace, it is useful to use a larger value for the fixed reduced subspace dimension. The above reasoning can also explain the superiority of 4DVar with respect to Kalman Filters in the presence of important nonlinearities.

An important aspect regarding the data assimilation algorithms for chaotic systems is that the knowledge of the Lyapunov vectors permits a wise use of adaptive or targeted observations. Indeed for each dynamical condition it is apparent how the most useful measurements are those located in the spatial locations where the unstable structures have larger components. Both EKF-AUS and 4DVar-AUS algorithms lead as a by-product a basis of the unstable and neutral manifolds of the system. This means that at any forecast time one can look for the locations where the most unstable perturbation vectors describing the error have larger components. This approach may be fruitful in operative NWP where adaptive observations based on the indication of the breeding method have already produced good results [Bishop & Toth, 1999].

There are at least two sectors where the results obtained so far can be fruitful both for theoretical and applied development. The first is the construction of Ensemble Forecasting Systems. We have already discussed how initial conditions, the outcome of the combination of forecasts and observations to form the analysis, depend on how the assimilation scheme deals with forecast errors in the different, stable and unstable directions. One can view Data assimilation and Ensemble Forecasting as a unified system where the number and the structure of perturbations of the forecast ensemble are an outcome of the assimilation process, while the forecast perturbations are an outcome of the assimilation. The AUS approach to data assimilation operates on a choice of the dimension and subspace for the assimilation both in the 4DVar and EKF context so that the number and the structure of perturbations can be a built-in part of the algorithm in a unified assimilation-forecast cycle approach.

The second is data assimilation in the presence of multiple-scale instabilities. Assimilation and ensemble prediction schemes, able to cope with convective systems, are currently being developed for nonhydrostatic limited area models. However, given the rate of increase of computer power, global NWP models that simultaneously predict all, from convective to planetary, scales may soon become a reality. The existing data assimilation algorithms are not adequate to simultaneously control the growth
of errors due to small scale fast growing and large scale slower unstable modes. For instance, tuning the length of the time window of 4DVar on convective motions, would penalize its efficiency with respect to synoptic scale flow. We think that, when constructing assimilation schemes for systems with multiple scale instabilities, progress can be expected if conscious choices, based on the knowledge of the chaotic properties, are made.
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